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Getting to the cause of overhead line incidents within 10 
minutes of event.

NEW PROJECT 

Trends: Decarbonization, decentralized generation and new players, digital revolution
Consequences: Digital tools & data use, new grid development rules and business models, develop infrastructure to flow important RES infeed, Ageing of the infrastructure
Challenge: 3. Automate the inspection of the asset and make maintenance more flexible to cope with planning changes, keeping high level of safety
Domain: 3.2. Automate inspection onshore and offshore

Project-specific context
Within the asset management business area, we need to make sure that ‘we keep the lights on’ while our assets can trip at any time following incidents. 
The electricity grid continues to evolve by incorporating new types of assets, adding new grid phenomena and generators (renewables) and a rising energy load, meaning the grids are closer to operating at their maximum capacity and rapid changes of energy levels make them more prone to vulnerabilities. This changing and dynamic environment favours more and more unexpected incidents to occur leading to a negative impact on energy consumers and even temporary blackouts.
The goal of the asset management moonshot is to re-think the incident analysis journey for overhead lines and to be able to reach the goal of quickly finding out the cause of incidents, with the target of 10 minutes post event.  It is worth explaining that incidents in Elia have a specific definition, which includes every event that forces the opening of the circuit breaker (caused either by a short circuit or by a device that has asked the circuit breaker to open). Incidents can be caused by a failing asset, but it does not mean that all incidents turn into failure. Incidents can have different external causes, e.g., weather (thunderstorm), crane interference with the line, material failure, etc. Due to their geographical spread, incidents on overhead are of particular interest to be investigated. 
While we use an automated tool (AFA Tool) developed to track and give information on certain characteristics of incidents (such as location, voltage, current characteristics, impedance ...), we are unable to identify the cause of the incidents. Today, in order to get to the cause of such incidents, we need to perform foot patrols which are slow, costly and have safety concerns. With the benefit of initial information on the cause of incidents, our teams in the field can better prioritize their efforts on the incidents with highest severity and impact. 
We initiated this project already in 2022, as part of the existing project BVLOS drone technology use cases (WP 7, on incident response). This project is an extension of that work, and due to new possibilities and technologies being explored to reach the objective of the moonshot is now introduced in a separate project entry in this report.
We quickly realized that in order to reach this objective fully, we needed to look at it from a more holistic perspective and combine the different elements and work packages that are envisioned to make it work. 

The current post-incident analysis journey involves the following steps: 
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The project will be delivered in the following steps:
1) Build a so called ‘Fault Pattern Recognition’ via Artificial Intelligence methods to be able to predict the cause of incidents by using historical existing data of past incidents from fault recorders and Comtrade files (electrical signals, current, voltage etc.).
2) Enrich Pattern Recognition with external data such as weather data, third party public work to find correlations in order to get to accuracy above 75% of correct cause predictions.
3) Test new data and technologies for increased accuracy of step 1) by verifying incidents on the ground with real time data (visual information, that goes beyond statistical outputs), by means of real time footage, sensors, or verification with drone patrol.
4) Test new data and technologies for monitoring of overhead lines to avoid incidents altogether.
5) Combine pattern recognition model outputs (1) with new data and tech outputs (2) through data fusion.
6) Automate the process and ensure that data can be delivered and processed in near real time.
7) Make final recommendations on the industrialization path.

Project Architecture 
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Project-specific state-of-the-art/literature review
Existing Data 
· Due to the specificity of our existing data and the unique combination of COMTRADE data with conventional databases, no commercial, or ‘of the shelf’ product exists out there that could give us the cause identification.
· There is existing literature on electrical signals, for example COMTRADE files, for fault classification and predictive maintenance, however, there is no indication or focus on the cause of the incidents. Incident cause recognition is more complex, because the same type of fault might have different causes, and the same cause might also manifest in different ways (different faults). Existing literature therefore needs to be applied intelligently to the problem at hand.
· There is existing software that calculates the electrical characteristics of faults. The output from this software is used as an input to the model classifying the actual cause of the incident.
· Much of the data is unique tied to Elia’s internal processes and policies. Processing this data into useful inputs for a machine learning model requires business knowledge and custom development through several iterations with business experts familiar with the history of asset management at Elia.
New Data
· New technologies like smart cameras for over headlines, BVLOS drones for incident response, line sensors, or satellite imagery are still to be fully applied and commercialized for coverage of such incidents.
· Access to remote areas and handle end to end testing remotely is still in exploratory stages.
The use of satellite imaging as an inspection technique is already widely used for vegetation management and e.g. gas pipe inspection. TSO’s from other countries are also exploring the possibilities of satellite imaging, or are already even using this technique. The use case around change detection is more exploratory in nature compared to the vegetation management, and is the one planned to be explored here. 

Expected impact for Belgium
With this improvement in the long run, the final consumer will see a lower tariff for electricity and decreased downtime (lower ENS), through the following aspects:

1. Increased safety for technicians – By developing an alternative for inspections of remote areas, we will see fewer foot patrols performed for verification of incidents on long distance overhead lines. When these occur, especially during extreme weather events or during the night, we significantly reduce the risk of safety incidents of our patrols. 
2. Reducing operational cost - By further automating our inspections, we will be able to reduce the workload for our patrol officers and consequently the inspection costs. Furthermore, fewer transfers will be required, which will reduce the consumption of fossil fuels and optimize the working time of our people. Both are important cost factors given current energy prices and inflation effect.
3. Reduction of unexpected downtime (outage time) which impacts the below:
a. Incidents that cause Energy Not Supplied (ENS) - Incidents that cause ENS have a massive impact on final customers. Being able to perform a faster verification of the incidents will speed up the re-energizing of the line and lower the downtime, increase availability and system reliability. As per historical data, one out of five incidents leads to ENS. For example, in 2020 the total ENS caused by relevant incidents amounted to a total of 328 MWh of interrupted supply towards final consumers. 
b. Lowering of repair time, for those incidents that cause damages in OHL asset components. As per historical data, average repair time for lines is < 9 hours. Today, in case of such events the teams do not really know what caused the event. Through the project we will be able to give a first verification which in turn will help mobilization of the teams quicker with the right tools. Assumption that we can lower repair time from 9 to 6 hours.
4. Improved quality and efficiency - Quicker decision making, and prioritization of events based on initial cause of incidents will greatly improve the quality and efficiency of our team to put prioritization in the most critical events in the grid.
5. Positive impact on sustainability dimension of our core activities - Being able to do the incident verification through the fault pattern (remotely) and using IoT technologies and removing use of helicopters and foot patrol would mean lower fossil fuel consumption to perform foot patrol, Furthermore, shedding some light on the unknown incidents, which current hypothesis is that are mainly caused by animals and birds, will give us new information on bird and animal risk maps and support our sustainability initiatives to take care and protect the environment around our infrastructure. 
6. Situational awareness - The increase in quality and quantity of received technical information from the field improves our overall understanding of the grid and has impact on situational awareness of the grid.

Starting point for Elia
· Elia is already deploying AFA tool, which performs automatic incident analysis.
· Elia is already automating certain aspects via Remote Reading Tool project and via installation of fault recorders in all substations to capture all incidents and have good record of historical incidents and proper cause classification.
· We will explore the possibility to get a pattern from historical existing data and train models with new incidents and other incidents.
· We will test one to two new technologies to get visual information and near real time data on the cause of incidents. 
· We will test feasibility of the use of satellite imaging for OHL inspection.
· We will perform a feasibility study on data fusion aspect.
Uncertainties & risks
A) In regard to the ‘existing data’ track: 
· Pattern recognition for cause identification on fault recorder data and Comtrade files is very exploratory (there is no available solution in the market now) and in general, being able to apply AI on electrical signals is quite difficult and it is unclear whether a pattern can be observed at all.  
· Limited amount of historical data, where certain incident categories are only observed in a small number of cases. This might limit ‘testing’ and ‘learning’ opportunities.
· Data coverage: Not all incidents are on lines with fault recorders installed. Not all dates have complete weather data for each station. Therefore, many incidents have incomplete data which makes machine learning difficult. Usually mean values are imputed for missing values. However, faults on the network are usually due to unusual circumstances. This means that data coverage becomes an important factor. 
B) In regard to the ‘new data’ track:
· Uncertainties regarding the test bed / environment: Remotely testing for an extended amount of time. Making sure to be able to verify the technologies. 
· Communication in remote areas.
· Simulation of certain incidents will be required.
· Testing of autonomous drone flight for incident response is quite exploratory.
· Very specific uncertainties in regard of the technology coverage: The technologies that are available on the market, are not fit for purpose to tackle all incident categories. They narrow down their added value on only specific incidents and specific settings. Furthermore, being able to demonstrate the capturing of such incidents via new technology we rely on them happening and the test / demonstrator chosen to be the right one to verify such a thing. 

Project description

WP 1: Fault Pattern on Existing Data focuses on exploring possibility to do fault pattern recognition on historical existing incidents. We would like to explore whether there is a pattern on specific faults, related to their cause. Fault Pattern will be performed on a sample data set of two data tracks: (i) Traditional Data Track which looks at asset data, incident data (location, date, past incidents on the line, ...) weather data, public works data, bird collision risk data, etc. And (ii) Comtrade File which are data around electrical signals of current, voltage, and their wave forms for the different phases at the time of the fault. These are rich, but complex data sources which require specialized mathematical techniques to analyse them. These two tracks can then be combined to give a full picture of the fault. Both in terms of conventional or metadata and in terms of electrical data. 
Timeline: Q2 2022 – Q4 2022 (First Phase of development, IF WP1 successfully evaluated, further developments are foreseen in Q1 2023 – Q3 2023).
Deliverables: Algorithms for Incident Cause Recognition and report of results.

WP 2: Technical feasibility in the field of new technologies  
Technical feasibility on the field for up to two new technologies (incl. Testing BVLOS for incident response). This work package includes everything from the selection process to the preparation for testing, choosing of a specific overhead line to do the test and observation and simulation of certain incident categories. 
Timeline: 
· Q3 2022 – Q2 2023: Selection of new technology and preparatory work for testing 
· Q2-Q3 2023:  Testing of Technology 
End of Q3 2023:  Recommendation for Industrialization.
Deliverables: Feasibility on the field of technology tested and report of results.

WP 3: POC Satellite Imagery for Monitoring of OHL 
The goal of this Work Package is to explore the possibility of using a new and innovative technology (Satellite Imaging) to replace and/or complement the current inspections of OHL Assets. The use of satellite imaging is being explored because we are convinced that this technique will be of great added value for high frequency inspections (inspections that take place more often than standard inspections). The use of satellite imaging gives us the opportunity to reduce workload (fewer patrols), CO2 emissions as well as the risk on incidents.
Timeline: Q2 – Q3 2023.
Deliverables: Result of Change Detection Analysis via Satellite Imagery in format of shapefile, geopackage or webapp interface. 

WP 4: Data Fusion & automation of end-to-end delivery within 10 minutes
Upon successful completion of WP 1, 2 and 3, a feasibility study on combination of input from WP 1, 2 and 3, for a holistic exercise around data fusion which will explore the possibility to combine the different data sources (see Figure 2, part 3) to get to the final result.  
Timeline: Q3 – Q4 2023.
Deliverables: Feasibility of data fusion approach and Algorithm for Incident Cause Recognition combination of different data formats.


Partners
· N- SIDE for WP 1.
· For WP 2 and others, the evaluation and selection process is ongoing.


Summary of project efforts in person months: per work package and per year
Confidential
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